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Abstract: 
In this article the authors propose a modality of prognosis of the quantities of waste generated in a certain 

period. The proposal was finalized by achieving a model of prognosis by using dynamic systems based neural networks 
for the time series prediction. Time series with three components were used: trend, seasonality and residual variable. 
According to the input data, one can choose the adjustment model regarding the description of the phenomenon 
analyzed (additive and multiplying). In this scope the Cascade_Correlation algorithm was used, a constructive learning 
algorithm. Starting from the input data a time series generates, with 1, 2 or  3 ahead (according to how we want to 
make the prognosis: for a month, for two months or for three months ahead). The advantages of the algorithm are the 
more rapid convergence and the elimination of the necessity to determine a priori the topology of the network. In the 
study the Quickpropagation learning algorithm was presented, used in order to involve the output units and candidate 
from the Cascade_Correlation algorithm. In the article a case study is presented for the analysis of data and for the 
time series prediction by using the soft made in Matlab. A comparison between the input data and those prognosticated 
by the neural network was made. 
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INTRODUCTION TO THE PRESENTATION OF THE DOMAIN 
Modeling a neural network means taking into consideration some aspects of major 

importance in the functioning of the dynamic systems, of some parameters whose choice depends 
on the success or the failure of the network [2]. At present, there is no solid theory that is on the 
basis of a process of structural or functional implementation of a neural network in order to solve a 
certain problem, in reality this process is reduced to a trying-error type procedure, the process being 
rather close to art than to science. 

Within the neural network implementation process, some aspects that must be taken into 
consideration are presented as follows: 

  Pre- processing data 
o Data frequency (daily, weekly, monthly, etc.);  
o  Data type; 
o  Scaling method. 

 Learning process 
o Start rate; 
o  Moment term; 
o  Tolerated error at learning; 
o  Maximum number of rolls of the network; 
o Number of random initializations of the weights associated to connections. 
o  Dimensions of the training, validation, testing sets.  

  Topology of neural network 
o Number of neurons belonging to the input/ output layers; 
o  Number of hidden layers; 
o Number of neurons from each hidden layer; 
o Type of activation functions; 
o  Type of error function.  
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1.  Variable selection

2. Gathering data 

3.  Pre-processing data 

4.  Training, testing and validation sets 

5. Network structure 

6.  Criteria of evaluation of the 
responses of the network

7. Training process 

Number of input 
neurons

Hidden layers 

Number of 
neurons on hidden

Number of output 
neurons

Activation 
function

Iteration number 

Learning rate 

 Taking these aspects into account, a method of implementation of neural networks in order 
to achieve the waste prognosis [1], [8] is presented in figure 1, with the mention that such a 
procedure may need  to go repeatedly  through previous stages, especially between  the  training and 
selection stage of  the variables, following the previous-mentioned  line of the trial- error process. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
 

 
 
 

 
 

 
 
 

 
 

 
 
 

Figure 1. Implementation process of neural network 
 
1.1. VARIABLE SELECTION 

 

The success in the implementation of the neural network depends on the understanding and 
appropriate choice of the input variable. In the case of using the neural networks 
within the waste prognosis process, a support in this sense is obtained because of the theory 
supplied by the ecology domain [12],[14],  which supplies a series of indicators that may be applied 
on the input data. 

 In case of achieving a prognosis regarding the time series, the network will have as a rule 
one output (so one neuron belonging to the last layer) supplying the prognosticated value, and the 
inputs may be represented through values of the variables analyzed at different previous moments. 
According to the type of prognosis, two modalities of specification of the output variable, and 
training of the network, respectively, can be distinguished: 

 The network trained with one step ahead (Figure 3 a and b). It’s about a prognosis of 
iterative type: the network will prognosticate the next value of the variable, value that it will 
use at the next step, etc. This process of prognosis may last endlessly and may be described like 
this:  

Xk+1= Neuralnetwork (Xk, Xk-1,..............,Xk-n) 
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 The network trained with 3 steps ahead (Figure 4 a and b). It’s about direct prognosis 
which permits only to find one prognosticated value.  

    Xk+3=Neuralnetwork (Xk, Xk-1,..............,Xk-n) 
 

 

 

 

 

 

 

 

 
Figure 2. The values of the input and output variables in training with a step ahead 

 
 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.a. Prognosis with a step ahead for the first input vector; b. Prognosis with a step 
ahead for the last input vector 
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Figure 4.a. The values of the input and output values in training with 3 steps ahead 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.b. Prognosis with 3 steps ahead 

 
2. NEURAL NETWORKS IN THE PROGNOSIS OF COLLECTED WASTE 
QUANTITIES 
2.1. PROGNOSIS OF THE MANAGEMENT OF COLLECTED WASTE WITHIN A 
GIVEN PERIOD 
 

In order to achieve the prognosis of the waste management  a neural network of multilayer 
perceptor type (3 layers) will be used, whose architecture is presented in figure 5. The network is 
presented in figure 6. The network presents 6 neurons in the input layer, 15 neurons in the hidden 
layer and one  input neuron, associated to the prognosticated value. A step ahead prognosis method 
is used, the output value  may be written under the following functional form[2], [9],[12]:  

y = xn+1 = f(xn-5, xn-4, xn-3, xn-2, xn-1, xn) 
 where  xn-5, xn-4, xn-3, xn-2, xn-1, xn  represents the inputs of the network.   

For the input data we will generate a time series as in table 1. 
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Figure 5. The routine of testing the network by successively reading the data 

 
 
 
 
 
 
Table 1. Time series generated for input data 

 
 

 
The data are in a file data.txt with the structure 

Xn-5, Xn-4, Xn-3, Xn-2, Xn-1, Xn , Xn+1 – where  
Xn-5, Xn-4, Xn-3, Xn-2, Xn-1, Xn –  represent the 
inputs of the network,  and  Xn+1  represents the 
output of the network. 
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Figure 6. a)  Performance of the network for 3000 periods b) Learning the network 
c) Analysis of regression of the network 

 



The USV Annals of Economics and Public Administration                                               Volume 13, Issue 1(17), 2013 

 

218 

The graphics of the input data and the graphic that compares the input data and those 
prognosticated are presented as follows (Figure 7a. and Figure 7.b). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. a) The graphic for the input data (the values used for the training set (period 
01/2003 – 06/2012));        b) Comparison between the input data (marked in red) and those 

prognosticated (marked in blue) 

 

 
The data for the training of the network will be represented by the values from the period 

01/2003 – 06/2012, so 114 values that make up the learning set [9], [12]. Among these 90 will be 
used for the effective training of the network, and the rest of 25 values will represent the test set. 
After achieving the training process, the network will be tested prognosticating the following 3 
values of the next periods, 07/2012, 08/2012, 09/2012 (see Figure 8). 

 The pre-processing of the input data consists in their normalization, normalization achieved 
by the sigmoid function. 
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Where: x ,  represent the arithmetical mean, the deviation  quadrangular mean respectively 
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(where nk represents the number of values  making up the learning set (nk = 90)) of the 
values belonging to the training set. The values belonging to the training, testing set and the 
corresponding pre-processed values are to be found in table 2. 

 
 

 

 

 

 

 

 

 

 

 

Figure 8. The network architecture for the prognosis of the quantities of generated waste. 
Neural network with 3 layers: 6 neurons belonging to the input layer, 15 hidden neurons and 

one neuron in the output layer 

 

Table 2. Training set, testing set for the learning process 

 
 
 

 
For the same data Neuroshell [15] software was used for a three layer network: 6 neurons in the input layer, 15 

neurons in the hidden layer and 1 neuron in the output layer.  The time series formed from the input data (See Figure 6) shows 
like in Figure 9 

Output neuron y = xn+1 = f(xn-5, xn-4, xn-3, xn-2, xn-1, xn) 

 where xn-5, xn-4, xn-3, xn-2, xn-1, xn  represent  the network inputs 
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Figure 9. Time series with a step ahead implemented for the input data present in Figure 6 

 
3. CONCLUSIONS 

 
In the article neural networks for the prediction of time series corresponding to the quantities 

of waste collected in a certain period of time were used.  
The advantages of using neural networks of Cascade – Correlation type for the prognosis of waste 
quantities for a given period (one months, two months or three months): 

 Learning is supervised and very rapid; 
 The network evolves;  
  It starts from a simple (minimal) structure  and the network structure evolves during 

learning by adding new neurons and new connections;  
 It determines the structure (topology) 
 The algorithm tries to eliminate 2 problems that appear at backpropagation and 

quickpropagation: 
o  The problem of the dimension of the step; 
o  The problem of moving target. 

(a)  The problem of the dimension of the step 
a.  Small decreases of the gradient- local minimums;  
b. QP- because the approximation made the local minimum may be lost; 

(b) The problem of the moving target: 
a. Each unit from the network is a characteristic detector;  
b. There is communication between the units of the network;  
c. Connects all the inputs of the network and the outputs of the hidden units;  
d.  Maximizes the correlation between the intensification of input / hidden/ output units 

and the network error by updating the weights on the connections between these 
units;  

e.  Chooses one or more candidate units with maximum correlation and freezes the 
weights on its inputs.  
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Finally it was demonstrated with NeuroShell software for solving the same problem. The 
solution is that the dynamic systems based on neural networks used for the prediction of time series, 
by using the quickpropagation algorithm, necessary to the training of output units and candidate 
from the Cascade – Correlation algorithm, uses constructive supervised learning, the convergence is 
more rapid and the elimination of the necessity to determine a priori the topology of the network. 
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